ABSTRACT

State-of-the-art classical influence maximization (IM) techniques are “competition-unaware” as they assume that a group (company) finds seeds (users) in a network independent of other groups who are also simultaneously interested in finding such seeds in the same network. However, in reality several groups often compete for the same market (e.g., Samsung, HTC, and Apple for the smart phone market) and hence may attempt to select seeds in the same network. This has led to increasing body of research in devising IM techniques for competitive networks. Despite the considerable progress made by these efforts toward finding seeds in a more realistic settings, unfortunately, they still make several unrealistic assumptions (e.g., a new company being aware of a rival’s strategy, alternate seed selection, etc.) making their deployment impractical in real-world networks. In this paper, we propose a novel framework based on game theory to provide a more realistic solution to the IM problem in competitive networks by jettisoning these unrealistic assumptions. Specifically, we seek to find the “best” IM strategy (an algorithm or a mixture of algorithms) a group should adopt in the presence of rivals so that it can maximize its influence. As each group adopts some strategy, we model the problem as a game with each group as competitors and the expected influences under the strategies as payoffs. We propose a novel algorithm called GetReal to find each group’s best solution by leveraging the competition between different groups. Specifically, it seeks to find whether there exist a Nash Equilibrium (NE) in a game, which guarantees that there exist an “optimal” strategy for each group. Our experimental study on real-world networks demonstrates the superiority of our solution in a more realistic environment.
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1. INTRODUCTION

Given a social network as well as an influence propagation (or cascade) model, the problem of influence maximization (IM) is to find a set of initial users of size $k$ (referred to as seeds) so that they eventually influence the largest number of individuals (referred to as influence spread) in the network [18]. Kempe et al. [18] proved that this problem is NP-hard and presented a greedy approximate algorithm and guarantee that the influence spread is within $(1 - 1/e)$ of the optimal influence spread. Since then a long stream of greedy and heuristic-based techniques [8, 12, 13, 19–21] have been proposed to improve efficiency and scalability of the IM problem.

Despite the significant progress made by state-of-the-art IM approaches, they inevitably suffer from a key drawback primarily due to the unrealistic assumption of the social network to be non-competitive in nature. Specifically, these techniques are effective for a network where only one company (i.e., group) is maximizing the influence of a product irrespective of the absence or presence of other competitors. Unfortunately, this scenario rarely occurs in the real world as competition for market between rivals is ubiquitous. Given a market of a particular product category (e.g., mobile phone market), there exist several rival groups (e.g., Apple, Samsung, HTC) attempting to maximize their influences. A common concern of these groups is the scenario where their rivals may take precedence in the market.
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\[ ^1 \text{In the sequel, we shall use the terms “company” and “group” interchangeably.} \]

\[ ^2 \text{In this paper, we do not consider a market which is heavily monopolized by a certain group where users have no other choice but to buy their product(s). For such monopoly market the most important problem is not IM but price setting.} \]
As a result, competitive new products from rival companies are often promoted during the same period\(^3\). For example, HTC and Samsung promoted HTC One and Samsung Galaxy S4, respectively, almost simultaneously. Consequently, these companies also desire to maximize the influence of their products in the market at the same time. Unfortunately, the aforementioned \(\mathcal{IM}\) techniques generate unsatisfactory results when deployed over such competitive networks (detailed in Section 6). Several groups in the competition may adopt the same or similar \(\mathcal{IM}\) algorithms, leading to poor estimations of influence spreads.

1.1 Motivating Example

Consider the social network in Figure 1(a). In order to maximize the influence of a new mobile phone model, assume that Samsung adopts a state-of-the-art \(\mathcal{IM}\) algorithm to select two users (\(k = 2\)) whom it wishes to provide free samples of the phone. Suppose Samsung decided to choose Ada and Bob as candidate seeds based on the output of the algorithm. These users eventually influence nine persons in the network. Now consider Figure 1(b). Assume that Samsung has a rival in the mobile phone market, namely HTC. Similar to Samsung, HTC also wants to maximize the influence of their new mobile phone which is released almost simultaneously. Thus, HTC may also adopt a state-of-the-art \(\mathcal{IM}\) algorithm to select the candidate seeds. It is indeed possible for HTC to select the same candidate seeds as Samsung (Ada and Bob) based on the output of the chosen \(\mathcal{IM}\) algorithm. However, in reality, Ada or Bob may adopt only one mobile phone model (which they prefer) to recommend to their friends. For instance, Ada may adopt Samsung whereas Bob may adopt HTC. Note that users who are influenced by both Ada and Bob (persons in brown color in Figure 1(b)), will rarely buy both phones. Instead, they may need to make a choice between these two phones. Consequently, in reality both companies may not eventually influence a large number of users as expected, especially when both of them adopt \(\mathcal{IM}\) algorithms that recommend similar candidate seeds. Clearly, this will lead to inferior influence spread quality.

Now consider the case where we assume that Samsung and HTC adopt different \(\mathcal{IM}\) algorithms. In this case, it is possible to have lesser degree of overlap between the candidate seed sets. However, existing \(\mathcal{IM}\) techniques still estimate the seed set of one group disregarding the impact of the influence spread of the other group. In this paper, we propose a novel framework to study the \(\mathcal{IM}\) problem under competitive networks where more than one competing groups want to maximize their influence.

1.2 IM Research in Competitive Networks

Due to the aforementioned limitations, there have been increasing research efforts to address the \(\mathcal{IM}\) problem in competitive networks \([1–3, 5, 15, 29, 31]\) (detailed in Section 2). Although these efforts assume the existence of competing groups in a network, they suffer from two key limitations that may impede their adoption in real-world settings. First, they assume that a company \(A\), who has already selected the seeds, is unaware of the existence of their new competitor \(B\) (e.g., Samsung is unaware of HTC). However, this is highly unlikely in reality as a company is typically aware of their potential rivals. Note that due to this unrealistic assumption, a company \(A\) may fail to adapt their \(\mathcal{IM}\) strategy to one that is suitable for a competitive network (in the presence of the rival \(B\)) in order to maximize influence. In this paper, an \(\mathcal{IM}\) strategy refers to an \(\mathcal{IM}\) algorithm or a mixture of \(\mathcal{IM}\) algorithms that a group adopts to maximize their influence. Second, they assume that the new company \(B\) is aware of its rival \(A\)’s strategy and selected seeds (target users) to whom free samples of a product have been provided. Clearly, this is highly unlikely to happen as majority of these companies who are promoting their products in social networks (e.g., Twitter) do not own these networks to track rivals’ strategies or seeds.

More recently, game theory is leveraged to investigate the \(\mathcal{IM}\) problem in competitive networks \([10, 11, 26, 32]\). Specifically, the efforts in \([10, 26]\) assume that each individual is able to alternate their choices at arbitrary time step, which deviates from traditional settings of the \(\mathcal{IM}\) problem. In real applications, especially in viral marketing, whenever a user buys a product she is viewed as being influenced. Consequently, as the user is already influenced by a product, it is highly unlikely that she is going to be influenced by any other products. In \([11]\) and \([32]\), the authors investigate the \(\mathcal{IM}\) problem between non-cooperative companies who select the seeds alternately. However, the assumption of “alternate seed selection” is unrealistic in real-world applications as it is extremely difficult for companies to select targets alternatively (like playing chess).

1.3 Overview

In this paper, we take an important step towards reconsidering the \(\mathcal{IM}\) problem in a competitive network under more realistic settings. Specifically, we jettison the aforementioned assumptions (e.g., a new company being aware of a rival’s strategy, competing companies may select seeds alternatively) made by state-of-the-art \(\mathcal{IM}\) techniques. Instead, we make the following more realistic assumptions to address the \(\mathcal{IM}\) problem in competitive networks.

- Firstly, given \(r\) different groups \(\Psi = \{p_1, \ldots, p_r\}\) who are maximizing their influences in a competitive network \(G\), each group \(p_i\) may independently select \(k\) seeds under some strategy (algorithm). Note that different groups may or may not select seeds simultaneously.
- Secondly, we assume that each group \(p_i\) is aware of the existence of their rivals \(p_1, \ldots, p_{i-1}, p_{i+1}, \ldots, p_r\) but is unaware of the \(\mathcal{IM}\) strategies adopted by them.
- Thirdly, as motivated in Section 1.1, we assume that during influence propagation once a node in \(G\) is influ-
ence by some group $p_i$, it cannot be affected by any other groups.

Based on the above assumptions, we seek to find the “best” IM strategy (strategy for brevity) for each group in $\Psi$ either by maximizing its influence or by minimizing its rivals’, or both. Specifically, we provide an answer to the following question: which existing IM strategy a company should adopt in the presence of rivals so that it can maximize its influence?

Towards this goal, we model the IM problem in a competitive network as a game with each group as competitors and the expected influences under the strategies as payoffs. Consequently, we reformulate the IM task in such networks as the optimal IM strategy selection problem in a game (detailed in Section 3). By leveraging game theory, we first show that pure and mixed strategies may achieve Nash Equilibrium (NE) [16] (i.e., a state in which none of the groups in the competition can influence more users by changing their strategies) and then discuss how to select the “best” IM strategy by finding the existence of NE (Section 4). To realize this solution, in Section 5 we propose a novel algorithm called GetReal,\(^4\) (Game Theory-based REalistic MAximization of Influencer) that seeks to find whether there exist a NE and returns both pure and mixed strategies for NE in a competitive network with $r$ players and $z$ strategies. Note that finding the existence of NE is particularly important as it guarantees that there exist an “optimal” strategy (strategy that exhibits the most expected influence in comparison with other strategies for all scenarios) for each group despite it being oblivious to their competitors’ seeds. We experimentally demonstrate that GetReal enables us to obtain superior quality influence spread in a competitive network compared to state-of-the-art IM techniques. We also show that this is primarily due to the fact that it can find the best strategy for a group in a competitive network attempting to maximize its influence against its rivals. In summary, we make the following contributions in this paper.

- We reformulate the IM problem in a competitive network where several companies are competing to influence the users over the same product almost simultaneously under more realistic settings compared to the state-of-the-art.
- We conduct a series of game theoretic analysis over the combinations of IM strategies by different companies in the competition. Based on our analysis, we propose a novel and generic algorithm called GetReal to generate optimal solutions for these companies by finding the Nash Equilibrium (NE) under different conditions. Note that our solution ensures that GetReal is not tightly coupled to any specific influence propagation model. This enhances its generality as well as portability as it can be easily realized over several popular models such as the independent cascade (IC) model and the linear threshold (LT) model.
- By applying GetReal to real-world datasets under more realistic assumptions, we show its effectiveness and superiority over state-of-the-art methods.

\(^{4}\)The name is inspired by an award-winning television programme in Singapore called Get Real! (pronounced as “get real”) that takes a “fresh and hard look” at real-world issues related to life and living in Singapore. Similarly, in this paper we take a fresh and hard look at the real-world assumptions made by state-of-the-art IM techniques.

---

### Table 1: Key notations used in this paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(V,E)$</td>
<td>A social network graph</td>
</tr>
<tr>
<td>$n$</td>
<td>number of vertices in $G$</td>
</tr>
<tr>
<td>$m$</td>
<td>number of edges in $G$</td>
</tr>
<tr>
<td>$\Psi = {p_1, \ldots, p_r}$</td>
<td>$r$ different groups competing for influence</td>
</tr>
<tr>
<td>$\Phi = {\phi_1, \ldots, \phi_z}$</td>
<td>$z$ different IM algorithms each group may choose from</td>
</tr>
<tr>
<td>$\phi_j$</td>
<td>$p_i$ adopts $\phi_j$</td>
</tr>
<tr>
<td>$S_i$</td>
<td>the initial seeds selected by $p_i$</td>
</tr>
<tr>
<td>$A_i$</td>
<td>the nodes eventually activated by $p_i$ in $j$-th round, thus $A_i^0$ is the initial seeds that are eventually activated by $p_i$</td>
</tr>
<tr>
<td>$\sigma_t(\cdot)$</td>
<td>expected number of influenced node</td>
</tr>
<tr>
<td>$\sigma_t^i(\cdot)$</td>
<td>expected number of influenced node in singleton form, without competition</td>
</tr>
<tr>
<td>$\sigma_i(\phi_{t1}, \ldots, \phi_{tr})$</td>
<td>the expected influence of $p_i$ with $p_1, \ldots, p_r$ adopting strategies $\phi_{t1}, \ldots, \phi_{tr}$, respectively</td>
</tr>
<tr>
<td>$\Sigma(\Psi', \Phi')$</td>
<td>expected influence in competitive network with groups $\Psi'$, each of which can choose a strategy from $\Phi'$</td>
</tr>
<tr>
<td>$R$</td>
<td>number of rounds of simulation</td>
</tr>
<tr>
<td>$E_{\phi_{t1}\ldots\phi_{tr}}(\sigma(\cdot))$</td>
<td>expected $\sigma(\cdot)$ when $p_i$ adopts $\phi_{ti}$, $\forall i = 1, \ldots, r$</td>
</tr>
</tbody>
</table>

The rest of this paper is organized as follows. We review related work in Section 2. In Section 3, we formally define a more realistic setting of the IM problem in competitive networks. We propose a game theory-driven method to solve the problem of selecting best IM strategies for groups in a competitive network in Section 4. In Section 5, we present the GetReal algorithm to identify the “best” IM strategies involving $r$ groups and $z$ strategies. We present the experimental results in Section 6. Finally, the last section concludes this paper. The key notations used in this paper are given in Table 1.

### 2. RELATED WORK

#### 2.1 IM in Non-Competitive Networks

Kempe et al. [18] proved that the IM problem is NP-hard. Hence, they proposed an approximate greedy algorithm based on the fact that if a greedy maximization algorithm of a submodular function $f$ returns the result $A_{greedy}$, then the following holds $f(A_{greedy}) \geq (1 - 1/e) \max_{|A| \leq k} f(A)$ [24]. That is, a greedy algorithm can give near optimal solution to the problem of maximization of a submodular function. Since then a large body of greedy [8,12,18,20–22] and heuristic-based [6–9,13,17,19] IM techniques are reported in the literature to improve efficiency, scalability, and influence spread quality. However, as discussed in Section 1, these techniques are suitable for maximizing influence in a non-competitive network. In reality, competition is ubiquitous. Consequently, if all competitors in a particular product market adopt the aforementioned approaches to influence the most number of users, then the initial seeds determined by these approaches may be shared by many competitors. Given that a user may eventually be influenced by a single competitor’s product among many alternative options, existing IM approaches naturally fail to influence the expected number of users in a competitive network.

#### 2.2 IM in Competitive Networks

Carnes et al. [5] and Bharathi et al. [1] are among the first to investigate the IM problem in competitive networks.
They proved that maximizing the influence of a competing group with the prior knowledge of rival side’s initial seeds is NP-hard and submodular. Thus, they proposed a pair of hill-climbing algorithms to maximize the influence with prior knowledge of rival side’s choice. Borodin et al. [2] studied similar problem under the LT model and further extended the solution to general threshold model [18]. The efforts in [3,15,31] investigate the problem of limiting the spread of a given campaign, which shares similarity with the IM problem in competitive networks. More recently, [29] proposed to solve the same problem with a minimal number of seeds selected by a latter group, who is maximizing its influence, given that another group have already influenced a number of users. However, as remarked in Section 1, these approaches suffer from several limitations stemming primarily from unrealistic assumptions. This limits their deployment in competitive networks.

Clark and Poovendran [10] and Pathak et al. [26] assumed that each individual is able to alternate their choice at arbitrary time step in a competitive influence maximization environment. However, in viral marketing, whenever a user buys a product she is viewed as being influenced. Consequently, once a user is influenced, she may not be influenced by other products subsequently. Recently, Fazeli et al. [11] and Tzoumas et al. [32] have investigated the IM problem between non-cooperative companies who select seeds alternately using game theory. They assume that a pair of companies select the seeds alternately in sequence, until both companies have selected $k$ seeds. Unfortunately, in the real world it is highly unlikely that a competitor of a company is aware (or informed) every time the latter selects a seed. Furthermore, these techniques attempt to maximize the overall influence of both companies by leveraging a third party association. However, such scenario may not happen frequently in practice as many companies tend to maximize their own influence while minimizing their competitors’. They typically adopt their own strategies without knowing their competitors’. In contrast, GetReal assumes that each individual company is unaware of the choices of their competitors.

Goyal and Kearns [14] jettisoned the aforementioned unrealistic assumptions and similar to our proposed technique assume that each group is unaware of their competitors’ choices. However, this approach has the following drawbacks. Firstly, for the initial seeds which are simultaneously selected by both groups, namely $p_1$ and $p_2$, they assume that each node is infected by $p_1$ and $p_2$ with a probability proportional to the number of initial adopters of $p_1$ and $p_2$. However, this strategy may run into a dilemma as the number of initial adopters of $p_1$ and $p_2$ cannot be determined in reality before all the initial seeds for each group $p_1$ and $p_2$ are identified. In contrast, in our work a seed is activated by both groups with equal chance. Secondly, they defined a novel cascade model where the probability of a node to be activated is proportional to the fraction of active nodes in its neighborhood. However, in popular cascade models for the IM problem (e.g., IC, WC) the probability of a node to be activated is affected by the exponential of the number of activated neighbors. Hence, the aforementioned technique has a limited applicability whereas, as we shall see later, our method can be applied to any cascade models. Thirdly, according to their model, the neighbors of a node $v$ attempt to activate $v$ at the same time. Hence, if $v$ is not infected by its neighbors, it cannot be considered as a candidate seed.

However, in IC, WC and LT models, if a node $v$ is not affected by some neighbor, it is indeed possible to be affected by other neighbors at some step later.

Additionally, the work in [11,14,32] theoretically analyzed the existence of NE and the expected payoffs of competitors within the game without proposing any method to search for the NE. Furthermore, no simulation or experimental study has been undertaken on real-world networks to validate the approaches. In contrast, we not only analyze the existence of NE but also propose an algorithm that searches for NE given the group space and strategy space. Furthermore, we demonstrate its effectiveness with simulation on several real-world networks.

In [27], Prakash et al. theoretically showed winner takes all in the context of epidemic propagation problem, where a node $i$ can be infected by a particular virus with probability $\beta$ and cured with probability $\delta$. Then when $\beta/\delta < \frac{1}{2}$ (i.e., the largest eigenvalue of adjacency matrix $A$) the epidemic survives, otherwise it dies out. IM problem is completely different as it only assumes that a node can transmit from inactive to active mode but not vice versa. Hence, influence cannot die out as long as it activates some nodes. Furthermore, the authors argued that even if two viruses both satisfy the epidemic threshold $\tau$, one will dominate over the other. This is because a node can transmit from “infected by virus $v_1$” to “cured” and then to “infected by virus $v_2$.” Such scenario does not happen in the IM problem setting.

3. PROBLEM DESCRIPTION

In this section, we formally define the problem of IM strategy selection in competitive networks. We begin by formally defining the notion of IM strategy. To facilitate our discussion, we focus on the Independent Cascade (IC) and Weighted Cascade (WC) models as these are the most popular cascade models [7,8,18–20]. However, our proposed technique is orthogonal to any specific cascade model as it provides a general solution to the proposed problem.

3.1 IM Strategy

We model a social network as directed graph $G = (V, E)$, where nodes in $V$ represent individuals in the network and edges in $E$ represent relationships between them. In contrast to classical IM techniques, influence diffusion in a competitive network does not happen in a “singleton” form. Instead, multiple pieces of influence diffuse simultaneously from competitive groups in the network. Each competing group aims to maximize their own influence considering the fact that some nodes may not be influenced if they have already been influenced by another group. Moreover, each group may adopt different IM strategies. Formally, an IM strategy is defined as follows.

**Definition 1.** Given a network $G(V, E)$ and a cascade model $C$, a strategy is an algorithm or a mixture of algorithms that a group adopts to maximize their influence subject to a budget $k$. All algorithms (e.g., Hill-climb algorithms, Heuristic algorithms, etc.) that a group may adopt form a strategy space and is denoted by $\Phi = \{\phi_1, \ldots, \phi_z\}$. If a single algorithm is adopted, it is called a pure strategy. Otherwise, we refer to it as a mixed strategy. We denote a mixed strategy as $\Phi = \{p_1\phi_1, \ldots, p_z\phi_z\}$ where $\sum_{i=1}^{z} p_i = 1$. That is, $\Phi$ is a mixture of $\Phi$, namely, each player selecting seeds using $\phi_i$ with a probability $p_i$. |
Recall that a common concern of each group in the competition is that their rivals may take precedence in the market. As a result, competitive new products from rival companies are often promoted at similar times. To this end, in our model each group in a competitive network simultaneously selects the seed set and triggers off the diffusion process. Consider the simplest case where there is only one group. Then the selected seed nodes are eventually initiated by the group, which we refer to as initiators of the group. That is, the initiators and seeds are the same in a non-competitive IM problem. However, this may not be the case when there are multiple groups. In this case, each group may select their own seed set, which may overlap with one another. Without loss of generality, let $S_1$ be the seeds selected by $p_1$, and $A_{i_1}^0$ be the set of initiators of $p_1$. As depicted in Figure 2, $S_1$ and $S_2$ represent the seeds selected by $p_1$ and $p_2$, respectively. Observe that some of the seeds are selected by both $p_1$ and $p_2$. However, in reality they can only act as seeds of only one group ($p_1$ or $p_2$). Hence we can consider the nodes that eventually act as seeds of $p_1$ as initiators (denoted as $A_1^1$). Obviously, $A_1^1$ comprises of two parts: the nodes in $S_1 \setminus S_2$, which definitely act as seeds of $p_1$; the nodes in $S_1 \cap S_2$, which act as seeds of $p_1$ with certain probabilities.

Let $S = \{S_1, S_2, \ldots, S_r\}$ be the seed sets of $\Psi = \{p_1, p_2, \ldots, p_r\}$ in $G(V, E)$. A node selected by $p_i$ can also be selected as a seed by other groups. Hence, we can use a bitmap $B = \{0, 1\}^r$ to denote whether a seed of $p_i$ is also selected by other groups. Specifically, if a seed of $p_i$ is also a seed of $p_j$, we set $b_j = 1$. Hence, all seeds of $p_i$ can be matched to $2^{r-1}$ different bitmaps where $b_i = 1$. These seeds can be classified into two groups according to their bitmaps. The first group of seeds corresponds to the sequence $B = b_1 \ldots b_r$ where $b_i = 1, b_j \neq 1$ for $\forall j \neq i$. Note that these seeds are selected by $p_i$ exclusively and definitely belong to the initiators of $p_i$, $A_{i}^1$. The second group of seeds corresponds to the sequences $B = b_1 \ldots b_r$ where $b_i = 1$ and $\exists j_1, \ldots, j_s \neq i$ such that $b_{j_h} = 1$ for $h = 1, \ldots, s$ (i.e., these seeds are selected by not only $p_i$ but also some other groups $p_1, p_2, \ldots, p_{11}$). These seeds will be eventually initiating the influence propagation of only one group with equal probability $\frac{1}{2^s}$. Obviously, there are $2^{r-1} - 1$ bitmaps belonging to the second group. Seeds corresponding to each of these $2^{r-1} - 1$ bitmaps form a fuzzy set $Q$, for each seed $v \in Q$, it belongs to $A_{i}^1$ with probability $\frac{|\{j \mid j \neq i, b_j = 1\}|}{|\{j \mid b_j = 1\}|}$ where $b_j$ is $j$-th bit in $v$’s bitmap $B^v = b_1^v b_2^v \ldots b_{r-1}^v b_r^v$. Therefore, based on the pigeonhole principle, the expected size of $A_{i}^1$ should be less than or equal to $k$.

The example depicted in Figure 2 illustrates the relationship between $A_{i}^1$ and $S_i$. Let $p_1$ (e.g., Samsung) adopts a strategy $\phi_1$ which returns the seeds $S_1$; $p_2$ (e.g., HTC) adopts a strategy $\phi_2$ which returns the seeds $S_2$ ($|S_1| = |S_2| = k = 5$). Observe that there are three nodes in $S_1 \cap S_2$, which are eventually influenced by one group, either $p_1$ or $p_2$. Let us assume that two out of these three nodes in $S_1 \cap S_2$ are eventually influenced by $p_1$. Hence, these two nodes along with the other two nodes $v \in S_1 \setminus S_2$ are the initiators of $p_1$, denoted as $A_{i}^1$.

**Extension of Cascade Models.** We now extend the IC and WC models to competitive networks describing how multiple influences diffuse simultaneously in a given network. Note that according to the IC model, if there are $t$ neighbors of $v$ that are in $A^1$, then $v \in A^{t+1}$ with probability $\frac{1}{2^t}$.
1 − (1 − p)^t. Hence, IC model in competitive networks can be defined as follows.

Let \( A_j \) be the set of nodes that are influenced by \( p_j \) in the \( t \)-th round and \( |A_j| \leq k \). If there are \( t_j \) neighbors of \( v \) that are in \( A_j \), then \( v \in A_j \) with probability:

\[
\frac{t_j}{\sum_{j=1}^{t_j}(1 - (1 - p)^{\sum_{j=1}^{t_j}})}
\]

Similarly, in the WC model for competitive networks, \( v \) belongs to \( A_j \) with the following probability:

\[
\frac{t_j}{\sum_{j=1}^{t_j}(1 - 1/\text{degree}^{\sum_{j=1}^{t_j}})}
\]

In the following section, we propose a game theoretic strategy to investigate the solutions for groups maximizing their influences in a competitive network under these two models.

### 4. FINDING BEST STRATEGIES

As discussed in the preceding section, the goal of IMC problem is to select the best IM strategy from \( \Phi \) for each competing group in \( \Psi \) in a competitive network such that the influence of each group is maximized under a specified cascade model. To this end, in this section we propose a novel method using game theory to find the best solution for groups that are competing for influence scope with a set of rivals. We first describe the strategies that each group may adopt. As remarked earlier, each strategy is correlated to seed selection according to a specific IM algorithm or even a mixture of algorithms. With each group adopting some strategy, a game can be formed with each group as competitors and the expected influence under the strategies as payoffs. Hence, we can seek NE within the game, from which the best strategy for each group is obtained.

To simplify our discussion, we assume the competitive network involves two groups and two strategies. That is, \( r = 2 \) (i.e., \( \Psi = \{p_1, p_2\} \)) and \( z = 2 \) (i.e., \( \Phi = \{\phi_1, \phi_2\} \)) (e.g., Figure 2). It is worth noting that although it is widely acknowledged that game between 2 or 3 competitive players is prevalent in many real markets (e.g., Samsung vs. Apple) in smartphone; AMD vs. Intel in desktop CPUs; Verizon, Sprint and AT&T in US mobile service market) [25], the solution proposed in this paper is not limited to this setting. Particularly, it is applicable to more complex competitive networks with more than two groups and two strategies.

Let \( (g, h) \) be the expected influence using strategies \( \phi_1 \) and \( \phi_2 \), respectively. Clearly, in a competitive network with \( \Psi = \{p_1, p_2\} \), the expected influence of \( p_1 \) and \( p_2 \) both adopting the same strategy \( \phi_1 \) (resp., \( \phi_2 \)) should be equal to each other. Let us denote it as \( \lambda g \) (resp., \( \gamma h \)). In the case where \( p_1 \) adopts \( \phi_1 \) and \( p_2 \) adopts \( \phi_2 \), the expected influence of \( p_1 \) and \( p_2 \) can be represented as \( \alpha g \) and \( \beta h \), respectively. Similarly, in the symmetric case where \( p_1 \) adopts \( \phi_2 \) while \( p_2 \) adopts \( \phi_1 \), the expected influence of \( p_1 \) and \( p_2 \) are \( \beta h \) and \( \alpha g \), respectively. Thus, we have the matrix in Table 2 showing the expected influences under all combinations in \( \Psi \times \Phi \).

**Table 2: Expected influence under \( \Psi \times \Phi \).**

<table>
<thead>
<tr>
<th>( p_1 )</th>
<th>( p_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_1 )</td>
<td>( (\lambda g, \lambda g) )</td>
</tr>
<tr>
<td>( \phi_2 )</td>
<td>( (\alpha g, \beta h) )</td>
</tr>
</tbody>
</table>

**Definition 3.** Let \( \Psi \) and \( \Phi \) be the group space and strategy space, respectively. Then a \( r \)-order strategy can be denoted as \( \Phi^r \), and an instance of \( r \)-order strategy \( \Phi^r = (\phi_1, \ldots, \phi_r) \in \Phi^r \) refers to the case where \( p_i \) adopts \( \phi_i \), for \( i = 1, \ldots, r \), respectively.

**Definition 4.** Let \( \Psi \) and \( \Phi \) be the group space and strategy space, respectively. The expected influence over all groups for a \( r \)-order strategy \( \Phi^r \) is defined as \( \Sigma : \Phi^r \mapsto \mathbb{R}^r \). Let \( \sigma_i(\Phi^r) \) be the expected influence of a \( r \)-order strategy \( \Phi^r \). Then the expected influence over all \( r \)-order strategies is given as follows:

\[
\Sigma(\Phi^r) = (\sigma_1(\phi_1, \ldots, \phi_1), \ldots, \sigma_r(\phi_1, \ldots, \phi_1)), \ldots, (\sigma_r(\phi_1, \ldots, \phi_1), \ldots, \sigma_1(\phi_1, \ldots, \phi_1))
\]

Obviously, the number of element \( |\Sigma(\Phi^r)| = z^r \), each of which is a vector in \( \mathbb{R}^r \) space.

Table 2 shows the expected influences of 2-order strategies in a competitive network with \( r = 2 \) and \( z = 2 \). By transferring the expected influence for 2-order strategies into such a table, the IMC problem can be reformulated as a Nash Equilibrium (NE) existence problem in the field of game theory. For the sake of completeness, we first briefly introduce the notion of Nash Equilibrium.

**Nash Equilibrium (NE).** In game theory, the Nash Equilibrium is a solution concept of a non-cooperative game involving two or more players, in which each player is assumed to know the equilibrium strategies of the other players, and no player has anything to gain by changing only his own strategy unilaterally [16, 23]. If each player has chosen a strategy and no player can benefit by changing strategies while the other players keep theirs unchanged, then the current set of strategy choices and the corresponding payoffs constitute a NE. Stated simply, \( p_1 \) and \( p_2 \) are in NE if \( p_1 \) is making the best decision she can, taking into account \( p_2 \)’s decision, and \( p_2 \) is making the best decision he can, taking into account \( p_1 \)’s decision. Likewise, a group of players are in NE if each one is making the best decision that he or she can, taking into account the decisions of the others. In the following, we discuss the solution to the NE from the parameters in Table 2. In particular, in contrast to [11, 14, 32], we present a generalized technique, which is applicable to any existing cascade model, for finding the existence of NE.

#### 4.1 The Values of \( \gamma, \lambda, \alpha \) and \( \beta \)

Solving the NE within the expected influence of \( r \)-order strategies shown in Table 2 requires detailed comparison over the adjacent entries in the table. We now discuss the entries in the expected influence of \( r \)-order strategy table. Through the discussion, we are able to show how the expected influence of strategies affect the existence of NE. In the next section, we shall propose an algorithm for solving the problem in more general case.
**Theorem 1.** Let \( g, h \) be the expected influence for strategies \( \phi_1, \phi_2 \) with seeds set size \( k \), respectively, in a network without competition. The expectation for the expected influence of 2-order strategy when both groups adopt the same strategy in a competitive network (i.e., \( \sigma_1(\phi_1, \phi_1), \sigma_2(\phi_1, \phi_1) \) and \( \sigma_1(\phi_2, \phi_2), \sigma_2(\phi_2, \phi_2) \)) can be represented as \( (\lambda g, \lambda g) \) and \( (\gamma h, \gamma h) \), respectively. Moreover, the following holds \( \lambda \in \left[ \frac{1}{2}, 1 - \frac{1}{2}h \right] \) and \( \gamma \in \left[ \frac{1}{2}, 1 - \frac{1}{2}g \right] \) where \( \epsilon_i = \frac{E_\phi(\sigma(S_1 \cap S_2))}{E_\phi(\sigma(S_1 \cap S_2))} \).

**Proof.** Let \( \sigma^0(S) \) be the expected number of influenced nodes with initial seeds set \( S \) in a network without competition. As \( S \) is generated from a randomized algorithm \( \phi_i \), we use \( E_\phi(\sigma(S)) \) to denote the expected \( \sigma(S) \) that is computed over \( \phi_i \). Then \( E_\phi(\sigma(S)) = g \) when we adopt \( \phi_i \) strategy. Hence, \( E_\phi(\sigma(S_1)) = E_\phi(\sigma(S_2)) = g \).

On one hand, as \( \sigma^0(\cdot) \) is monotonically increasing \( [18] \), the following holds: \( g = E_\phi(\sigma(S_1)) \leq E_\phi(\sigma(S_1 \cup S_2)) \). Also, \( S_1 \cup S_2 = A_1^0 \cup A_2^0 \) and \( A_1^0 \cap A_2^0 = \emptyset \). Thus,

\[
E_\phi(\sigma(S_1 \cup S_2)) = E_\phi(\sigma(S_1 \cup S_2)) = E_\phi(\sigma(A_0 \cup A_0^0)).
\]

As there is no overlap between \( A_1^0 \) and \( A_2^0 \), then the following holds:

\[
E_\phi(\sigma(A_1^0 \cup A_2^0)) = E_\phi(\sigma(A_1^0 \cup A_2^0)) = \lambda g + \lambda g = 2\lambda g.
\]

Thus, \( g \leq 2\lambda g \) which indicates \( \lambda \geq \frac{1}{2} \).

Similarly, \( h \leq 2\gamma h \) under strategy \( \phi_2 \). Thus, \( \gamma \geq \frac{1}{2} \).

On the other hand, as \( \sigma^0(\cdot) \) is submodular \( [18] \), the following holds under strategy \( \phi_1 \):

\[
\sigma^0(S_1 \cup S_2) - \sigma^0(S_1) = \sigma^0(S_1 \cup (S_2 \setminus S_1)) - \sigma^0(S_1) \leq \sigma^0((S_1 \cap S_2) \cup (S_2 \setminus S_1)) - \sigma^0(S_1) = 2\lambda g + \lambda g = 3\lambda g.
\]

In fact, \( E_\phi(\sigma(S_1 \cup S_2)) = E(\sigma(A_1^0 \cup A_2^0)) = 2\lambda g \) and

\[
E_\phi(\sigma(S_1 \cap S_2) \cup (S_2 \setminus S_1)) = E_\phi(\sigma(S_2^0)) = \sigma_1(\sigma(S_1)) = g.
\]

If we represent \( E_\phi(\sigma(S_1 \cap S_2)) \) as \( \epsilon_1 \), then \( 2\lambda g - \epsilon_1 \geq g - \epsilon_1 \) which indicates \( \lambda \leq 1 - \frac{\epsilon_1}{2g} \).

Similarly, \( 2\gamma h - h \leq h - \epsilon \). Hence, \( \gamma \leq 1 - \frac{\epsilon_2}{2h} \) where \( \epsilon_2 = E_\phi(\sigma(S_1 \cap S_2)) \).

**Corollary 1.** Let \( g, h \) be the expected influences for strategies \( \phi_1, \phi_2 \), respectively, in a network without competition. The expectation for the expected influence of 2-order strategy where both groups adopt different strategies in a competitive network (i.e., \( \sigma_1(\phi_1, \phi_2), \sigma_2(\phi_1, \phi_2) \) and \( \sigma_1(\phi_2, \phi_1), \sigma_2(\phi_2, \phi_1) \)) can be represented as \( (\alpha g, \alpha h) \) and \( (\beta h, \beta g) \), respectively. Moreover, the following holds \( \alpha, \beta \in \left[ 1, 1 + \frac{2\epsilon_2}{h} \right] \) where

\[
\epsilon = E_\phi(\sigma(S_1 \cap S_2)) = E_\phi(\sigma(S_1 \cap S_2)).
\]

**Proof.** Similar to the proof for Theorem 1, the following holds:

\[
g + h - \epsilon \geq \alpha g + \beta h \geq g.
\]

\( ^9 \)Note that as all greedy algorithms are in fact based on sampling methods, the seeds selected by the same algorithm may not be exactly the same.

\( ^7 \)Note that \( \sigma^0(S) \) is the expected number of influenced nodes with initial seeds set \( S \) in a network without competition and therefore satisfies submodularity. Hence, we do not need to know whether \( \sigma(S) \), the competitive version, is submodular or not.

On the other hand, according to the result in \( [8] \), \( g \geq h \). Thus,

\[
(\alpha + \beta)h \leq \alpha g + \beta h \leq g.
\]

Combining both sets of inequalities together, we can generate the following inequalities:

\[
\begin{align*}
(\alpha + \beta)h & \leq g + h - \epsilon \\
(\alpha + \beta)g & \geq g
\end{align*}
\]

Hence,

\[
\begin{align*}
\alpha + \beta & \leq 1 + \frac{g - \epsilon}{h} \\
\alpha + \beta & \geq 1
\end{align*}
\]

\( \square \)

In fact, the values of \( \gamma, \lambda, \alpha \) and \( \beta \) are affected by the degree of overlap between the seeds generated from different algorithms, which is eventually decided by the topological characteristics of the network and the adopted influence cascade model. For instance, if a network always generates the same initial seeds according to a specific algorithm, the values of \( \lambda \) and \( \gamma \) are \( \frac{1}{2} \). Otherwise, if a network generates different initial seeds according to the same algorithm, the values of \( \lambda \) and \( \gamma \) are close to the upper bound. Note that \( \alpha \) and \( \beta \) are also affected by the topological characteristics of networks in the same way. Experimental results in Section 6 shall justify our conclusion.

### 4.2 Pure Strategy Nash Equilibrium

Next we show in detail the NE that can be found from the expected influence table of 2-order strategy. We begin by formally defining NE in the context of the IMC problem.

**Definition 5.** A \( r \)-order strategy \( \Phi_j = (\phi_{t_1}, \ldots, \phi_{t_r}) \) is an equilibrium for \( p_t \) if \( \forall \phi_t \in \Phi \) and \( \phi_t \neq \Phi_j \), the following holds: \( \sigma_1(\phi_{t_1}, \ldots, \phi_{t_{(s-1)}}, \phi_t, \phi_{t_{(s+1)}}, \ldots, \phi_{t_r}) \geq \sigma_1(\phi_{t_1}, \ldots, \phi_{t_{(s-1)}}, \phi_t, \phi_{t_{(s+1)}}, \ldots, \phi_{t_r}) \). If a \( r \)-order strategy \( \Phi_j \) is an equilibrium for all groups \( p_t \in \Phi \), then it is a Nash Equilibrium\(^8\).

Let \( (\phi_1, \phi_2) \) be the 2-order strategy where \( p_1 \) adopts \( \phi_1 \) while \( p_2 \) adopts \( \phi_2 \). We iteratively examine each 2-order strategies in Table 2. If a 2-order strategy dominates the others with respect to the expected influence for both groups \( p_1 \) and \( p_2 \), it is a pure strategy NE.

If \( \lambda g \geq \beta h \) and \( \alpha g \geq \beta h \), the 2-order strategy \( (\phi_1, \phi_1) \) is the NE. It can be explained as follows. In case \( p_2 \) adopts \( \phi_1 \), \( \phi_1 \) is superior to \( \phi_2 \) for \( p_1 \) as the following holds

\[
\sigma_1(\phi_1, \phi_1) = \lambda g \geq \beta h = \sigma_1(\phi_2, \phi_1).
\]

In the other case when \( p_2 \) adopts \( \phi_2 \), \( \phi_1 \) is also superior to \( \phi_2 \) for \( p_1 \), as

\[
\sigma_1(\phi_1, \phi_2) = \lambda g \geq \beta h = \sigma_1(\phi_2, \phi_2).
\]

Thus, no matter whichever strategy \( p_2 \) adopts, \( p_1 \) has to adopt \( \phi_1 \). Similarly, it is easy to see that \( p_2 \) has to adopt \( \phi_1 \) in both cases (i.e., \( p_1 \) adopts \( \phi_1 \) or \( \phi_2 \)).

\( ^8 \)We only consider dominant strategy Nash equilibrium. The strategy of every player (i.e., \( p_1, p_2, \ldots \)) in this equilibrium always dominates other strategies no matter how other players choose their strategies. This is consistent with our problem settings where companies are unaware of each other’s strategy and aim to maximize their own benefits while not dominated by any other groups.
Similarly, if \( \lambda g \leq \beta h \) and \( \alpha g \leq \gamma h \), the 2-order strategy \((\phi_1, \phi_2)\) is the NE. Particularly, Nash [23] has proved that in a symmetric game where the players are commutative with each other, if there is a NE, it exists when all the players adopt the same strategy (i.e., \((\phi_1, \phi_1)\) or \((\phi_2, \phi_2)\))^9.

### 4.3 Mixed Strategy Nash Equilibrium

Observe that when none of the 2-order strategy dominates all the other ones, there does not exist a NE based on pure strategy. However, there exists another type of solution, namely mixed strategy, where players choose a probability distribution over possible strategies. Nash [23] has proved for a game with finite set of actions (i.e., strategies), at least one mixed strategy NE must exist in such a game.

**Definition 6.** A \( r \)-order mixed strategy is a \( r \)-order strategy \( \Phi^r \) where \( \phi_i^r \) is a probabilistic strategy in which \( p_i \) adopts \( \phi_1, \ldots, \phi_z \) with probability \( \rho_1, \ldots, \rho_z \) \((\sum_{j=1}^z \rho_j = 1)\), respectively.

Hence, in a network with \( r = 2, z = 2 \), the expectation for \( p_1 \) adopting \( \phi_1 \) can be given as:

\[
E[\rho \sigma_1(\phi_1, \phi_1) + (1 - \rho) \sigma_1(\phi_1, \phi_2)] = \rho \lambda g + (1 - \rho) \alpha g. \tag{1}
\]

On the other hand, the expectation for \( p_1 \) adopting \( \phi_2 \) is given as:

\[
E[\rho \sigma_1(\phi_2, \phi_1) + (1 - \rho) \sigma_1(\phi_2, \phi_2)] = \rho \beta h + (1 - \rho) \gamma h. \tag{2}
\]

Nash [23] proved that the mixed strategy exists when both equations equal to each other. Specifically, all the players in a symmetric game where the players are commutative with each other, will adopt the same mixed strategy: \( \phi_1^* = \ldots = \phi_z^* \). Hence, let \( \lambda g + (1 - \rho) \alpha g = \rho \beta h + (1 - \rho) \gamma h \). Then a mixed strategy NE can be found when the following holds:

\[
\rho = \frac{\gamma h - \alpha g}{\gamma h - \alpha g + \lambda g - \beta h} \tag{3}
\]

That is, in a problem where pure strategy NE does not exist, the best solution for each group (i.e., \( p_1, p_2 \)) is to adopt a mixed strategy by adopting \( \phi_1, \phi_2 \) with the following probabilities, respectively.

\[
\begin{align*}
\gamma h - \alpha g & = \lambda g - \beta h \tag{4} \\
\lambda g - \beta h & = \gamma h - \alpha g + \lambda g - \beta h \tag{5}
\end{align*}
\]

Next, we propose a framework to solve the IMC problem by exploiting NE in the expected influence for \( r \)-order strategy.

### 5. THE GETREAL ALGORITHM

In the preceding section, we have formally defined \( r \)-order strategy as well as the corresponding expected influence (Definitions 3 and 4). Using the \( r \)-order strategy, we reformulate the IMC problem as a NE existence problem. By investigating the simplest case, namely the existence of pure NE in IMC problem with \( r = 2, z = 2 \) (Theorem 1 and Corollary 1), we describe a method to find the pure NE in general IMC.

**Algorithm 1:** The GetReal Algorithm.

**Input:** network \( G(V, E) \), group space \( \Psi = \{p_1, \ldots, p_r\} \), seeds sets \( S_1, \ldots, S_r \) generated by strategies \( \phi_1, \ldots, \phi_r \), respectively; the expected influence function \( \sigma(\phi_1, \ldots, \phi_r) \) under a given influence cascade model.

**Output:** the best strategy \( \phi^* = \{\rho_1, \phi_1, \ldots, \phi_r\} \) for each group, where \( \sum_{i=1}^r \rho_i = 1 \).

1. begin
2. foreach \( \psi = (\phi_1, \ldots, \phi_r) \in \Psi(\Phi^* \text{ do}) \)
3. foreach \( \phi_i \in \Psi \) do
4. compute \( \sigma(\psi) = \sigma(\phi_1, \ldots, \phi_r) \);
5. foreach \( \phi_i \in \Phi \) do
6. if \( \forall p_i \in \Psi \text{ and } \phi_i \neq \phi_i, \sigma(\phi_i, \ldots, \phi_i) \geq \sigma(\phi_i, \ldots, \phi_i) \text{ then} \)
7. return \( \phi^* = \{\rho_1, \phi_1, \ldots, \phi_r\} / \text{ the pure strategy} \# / \)
8. Solve the equation set
9. \( \sum_{\rho \in L} \rho \circ \bar{L} \sigma(\phi_1, \phi_1) = \sum_{\rho \in L} \rho \circ \bar{L} \sigma(\phi_1, \phi_1) \)
10. return \( \phi^* = \{\rho_1, \phi_1, \ldots, \phi_r\} \) where \( \rho \) \# \text{ the mixed strategy} \# ;

Table with problem with \( r \geq 2, z \geq 2 \) in Section 4.2. In case there is no pure strategy, we additionally show how to find the mixed NE in general IMC problem with \( r \geq 2, z \geq 2 \) in Section 4.3. Hence we now have all the machinery in place to present the GetReal algorithm.

The main idea of the algorithm is as follows. Given a competitive network \( G(V, E) \) with group space \( \Psi = \{p_1, \ldots, p_r\} \) and strategy space \( \Phi = \{\phi_1, \ldots, \phi_z\} \), let \( f : \Psi \rightarrow \Phi \) be a function that maps every element of \( \Psi \) to an element in \( \Phi \). Hence, each function \( f \) corresponds to a specific case in the game where each group adopts a specific strategy. We compute the expected influence of each group under each function. If there exist any strategy which exhibits the most expected influence under all functions, it is output as a pure strategy that is correlated to a pure NE. Otherwise, we need to find the mixed strategy by searching for mixed NE solution as follows. Let \( \sigma(\phi, \phi_{-i}) \) be the expected influence of \( p_i \) while \( p_i \) adopts \( \phi \) and other groups adopt a combination over all the strategies, namely \( \phi_{-i} \). Clearly, \( \phi_{-i} \) contains \( z-1 \) cases. For instance, \( \phi_{-1} \) contains the cases \( \{\phi_1^*, \ldots, \phi_i^*\}, \{\phi_2^*, \ldots, \phi_i^*\}, \ldots, \{\phi_z^*, \ldots, \phi_i^*\} \). That is, the number of remaining \( r-1 \) users adopting an arbitrary strategy \( \phi_i \) follows a distribution \( L = (\ell_1, \ldots, \ell_r) \) subject to \( \sum_{i=1}^r \ell_i = r - 1 \), where \( \ell_i \) indicates the number of players adopting \( \phi_i \). Let \( \phi_{-i}(L) \) denote the case where players other than \( \psi_i \) adopt strategies according to the distribution \( L \). Hence, \( \phi_{-i} \) contains all the possible distributions of \( L \) which contains \( z-1 \) cases. Generally, given that \( \phi_i \) follows a distribution \( L = (\ell_1, \ldots, \ell_r) \) and for each player \( \phi_i \) occurs with probability \( \rho_i \), then \( L \) occurs with a probability \( \prod_{i=1}^r \rho_i^{\ell_i} \). Formally, we denote \( \prod_{i=1}^r \rho_i^{\ell_i} \) as \( \rho \circ \ell \) where \( \rho = (\rho_1, \ldots, \rho_r) \) and \( \ell = (\ell_1, \ldots, \ell_r) \). We now present the GetReal algorithm to find the best solution.

Algorithm 1 outlines the GetReal algorithm. Firstly, for each instance of \( r \)-order strategy in \( \Phi^* \), the algorithm com-
computes the expected influence for each group $p_i \in \Psi$ using $\sigma(\Phi')$ (Lines 2-4). Obviously, there are $z^2$ instances in r-order strategy set $\Phi'$. For each instance, the algorithm computes the expected influence for $r$ different groups. Next, it tests whether there exist any pure strategy NE as described in Definition 5 (Lines 5-7). Note that we have also shown in Section 4.3, if there is a NE in a symmetric game where the players are commutative with each other, it exists when all players adopt the same strategy. Hence, we examine only $z$ instances in the r-order strategy space, namely, $(\phi_1, \ldots, \phi_1)$ for all $i = 1, \ldots, z$ (Lines 5). For each of these instances, namely $(\phi_i, \ldots, \phi_i)$, the algorithm checks whether there is an increase in the expected influence of $p_i$ for all $s = 1, \ldots, r$ when $p_i$ changes its strategy (Lines 6). If there is any increase, the r-order strategy $(\phi_1, \ldots, \phi_i)$ is rejected and we turn on to $(\phi_i+1, \ldots, \phi_i+1)$. Otherwise, the pure strategy NE happens when each group adopts $\phi_i$ (Lines 7). Recall that we only aim to find symmetric pure strategy where NE happens when all groups adopt the same strategy. We do not consider the asymmetric NE where an equilibrium is formed by groups adopting different pure strategies. For this case, the best strategy is to adopt a randomized mixed strategy NE which is guaranteed to exist in finite action games [23]. Specifically, it exists when all the $z$ expectations of the payoff (i.e., expected influence) for $p_i$ adopting each strategy is equal to each other. Thus, GetReal finds the solution (i.e., $\rho_1, \ldots, \rho_z$) towards the equation set with $z$ equations (Lines 8-10) based on our discussion in Section 4.3. Note that it has been proven that finding the mixed equilibrium in a game with $r$ players (i.e., groups) and $z$ actions (i.e., strategies) is NP-complete [28]. Hence, it works effectively in games where $z, r \leq 3$, which represents many real-world scenarios [25]. Observe that GetReal can easily be extended (by replacing Lines 8-10 with a state-of-the-art approximate approach in game theory [4, 28]) to handle more complex networks (i.e., $z, r \geq 4$) by solving NE in complex games.\footnote{\textsuperscript{10}Pure NE can be found in polynomial time and is not the main challenge in such complex game.}

6. PERFORMANCE STUDY

GetReal is implemented in C++. We ran all experiments on 3.2GHz Quad-Core Intel i5 machines with 8GB RAM, running Windows 7. Note that there is no existing IM algorithm for competitive networks which we can compare with GetReal. This is because, in addition to the unrealistic assumptions, the efforts in [11, 14, 32] do not provide solutions for finding NE as they focus on theoretical study of the existence of NE.

6.1 Experimental Setup

Table 3 summarizes the three real-world social network graphs used in our experiments. Phy and Hep are two academic collaboration networks\footnote{Hep and Phy are downloaded from http://research.microsoft.com/enus/people/wic/graphdata.zip.} which are also used in several prior studies such as [7, 8, 13, 18, 20]. The Wiki-talk\footnote{Downloaded from http://snap.stanford.edu/data/wiki-Talk.html.} is a large network containing millions of nodes representing all the users and discussions in Wikipedia from its inception to January 2008. Nodes in the network represent Wikipedia users and edges represent talk page editing relationship.

Recall that the goal of this work is to choose an optimal existing IM strategy for each group so that each group can maximize influence. Hence, we report the following experiments under different cascade models. Recall from Section 4, 2-player game is the most classic game in many real applications [25]. Hence, we focus our experimental study on 2-order strategies. Note that the qualitative results on 3-order strategies are similar and we do not report them here due to space constraints (requires 27 graphs for a single dataset).

- Firstly, we show the optimal 2-order strategy that is selected by our framework and compare it with the other two 2-order strategies under each model (IC and WC). Hence, there are six different 2-order strategies as listed below.
  - "DDIC-MGIC": 2-order strategy (DegreeDiscountIC, MixGreedyIC [8]).
  - "MGIC-MGIC": 2-order strategy (MixGreedyIC, MixGreedyIC).
  - "DDIC-DDIC": 2-order strategy (DegreeDiscountIC, DegreeDiscountIC).
  - "SDWC-MGWC": 2-order strategy (SingleDiscount, MixGreedyWC [8]).
  - "MGWC-MGWC": 2-player game is the most classic game in many real applications [25]. Hence, we focus our experimental study on 2-order strategies. Note that the qualitative results on 3-order strategies are similar and we do not report them here due to space constraints (requires 27 graphs for a single dataset).

We denote the strategies involved in these experiments as follows:

- "DDIC-MGIC": 2-order strategy (DegreeDiscountIC, MixGreedyIC [8]).
- "MGIC-MGIC": 2-order strategy (MixGreedyIC, MixGreedyIC).
- "DDIC-DDIC": 2-order strategy (DegreeDiscountIC, DegreeDiscountIC).
- "SDWC-MGWC": 2-order strategy (SingleDiscount, MixGreedyWC [8]).
- "MGWC-MGWC": 2-order strategy (MixGreedyWC, MixGreedyWC).
- "SDWC-SDWC": 2-order strategy (SingleDiscount, SingleDiscount).
- "S-MGIC": running MixGreedyIC in non-competitive network.
- "S-MGWC": running MixGreedyWC in non-competitive network.
- "Mixed Str.": 2-order strategy ($\phi^* = \rho\phi_1, 1-\rho\phi_2$) with both $p_1$ and $p_2$ adopt $\phi_1, \phi_2$ with probability $\rho, 1-\rho$, respectively.
- "Random": both $p_1$ and $p_2$ adopt $\phi_1, \phi_2$ randomly.

Observe that we chose the popular IM techniques in [8] as representative strategies. However, our strategy space is not limited to these selected algorithms. Particularly, GetReal is orthogonal to any specific choice of IM techniques. Other IM techniques such as [7, 19] can be chosen as well.


6.2 Experimental Results

Similarity Between the Selected Seeds Sets. We ran a series of 2-order strategies with \( \phi_1 = \text{MixGreedy} \) (IC) and \( \phi_2 = \text{DegreeDiscount} \) (IC). Before comparing the influence spread, we compare the selected seeds in the three different 2-order strategies, namely, "DDIC-MGIC", "MGIC-MGIC" and "DDIC-DDIC". We compute the jaccard similarity between \( S_1 \) and \( S_2 \) under each 2-order strategy, which is computed as follows:

\[
\text{Sim}(S_1, S_2) = \frac{|S_1 \cap S_2|}{|S_1 \cup S_2|}.
\]

Note that it can also be computed as follows.

\[
\text{Sim}(S_1, S_2) = \frac{2k - (|A_1^2| + |A_2^2|)}{|A_1^2| + |A_2^2|}.
\]

Figure 3 plots \( \text{Sim}(S_1, S_2) \) by varying \( k = 10, \ldots, 50 \) for the three datasets. Obviously, the 2-order strategies "DDIC-DDIC" and "MGIC-MGIC" exhibit higher similarity than the strategy "MGIC-DDIC". Specifically, the seeds selected by the same \( \text{IC} \) algorithms have larger overlap and is consistent with our discussion in Section 1. We also evaluated the jaccard similarities when \( \phi_1 = \text{MixGreedy} \) (WC) and \( \phi_2 = \text{SingleDiscount} \). The results are reported in Figures 3(b), 3(c), and 4. All these cases show similar behavior as Figure 3(a).

The Pure Strategy Solutions. The aim of this set of experiments is to find the best pure strategy a group should choose, given all the possible pure strategies their competitors may choose from. Based on the seeds selected by different algorithms under three \( r \)-order strategies under IC model, we compute the expected influence for groups \( p_1 \) and \( p_2 \). Based on Algorithm 1, we find the pure strategy NE solution towards Hep dataset as "MGIC-MGIC". That is, the best solution for \( p_1 \) to maximize its influence is to choose MixGreedy (IC model) to select the seeds, no matter which strategy \( p_2 \) adopts (MixGreedy or DegreeDiscount). In fact, \( p_2 \) will also select MixGreedy (IC) for the same reason as \( p_1 \). Figures 5(a) and 5(b) justify our conclusion. In both figures we plot the expected influence of \( p_1 \) by fixing the strategy of \( p_2 \). The curve "MGIC" (resp., "DDIC") means \( p_1 \) adopts MixGreedy (resp., DegreeDiscount). In Figure 5(a) we fix \( p_2 \) to adopt "MGIC" and vary the approaches for \( p_1 \). Clearly, "MGIC" dominates "DDIC". That is, \( p_1 \) should adopt "MGIC" when \( p_2 \) adopts "MGIC". In Figure 5(b) we fix \( p_2 \) to adopt "DDIC" and vary the approaches for \( p_1 \). Again "MGIC" dominates "DDIC". That is, \( p_1 \) should adopt "MGIC" when \( p_2 \) adopts "DDIC". Thus, \( p_1 \) should adopt "MGIC" no matter whichever strategy \( p_2 \) adopts ("MGIC" or "DDIC"). Similarly, \( p_2 \) should also select "MGIC" as \( p_2 \) and \( p_1 \) is symmetric. Likewise, we can also find pure strategy NE in the other four scenarios, namely, Phy and Wiki datasets under both IC and WC models. These are reported in Figures 6 and 7, respectively.

The Mixed Strategy Solutions. In all the datasets and cascade scenarios discussed above, there exist one case where we cannot find a pure strategy solution. Hep under WC model (Figures 5(c) and 5(d)). Hence, we search for mixed strategy (Lines 9-10 in Algorithm 1). Executing GETREAL on this scenario computes the value of \( \rho \) as 0.582. That is, the mixed strategy for \( p_1 \) (resp., \( p_2 \)) is to adopt MixGreedy and SingleDiscount with probabilities 0.582 and 0.418, respectively.

In order to test the performance of mixed strategy NE, we simulate the influence propagation for \( R = 50 \) rounds by choosing each 2-order strategy pair according to \( \rho \). Specifically, "MGWC-S DWC" and "SDWC-MGWC" are adopted with probability 0.582 \( \times \) 0.418 = 0.243, respectively. "MGWC-MGWC" and "SDWC-S DWC" are adopted with probabilities 0.582\(^2\) = 0.339 and 0.418\(^2\) = 0.175, respectively. The hist-
ograms in Figure 9 show the average influence spread of different 2-order pure strategies for $p_1$ and $p_2$. The horizontal lines in the figure represent the average number of eventually influenced nodes under 2-order mixed strategy with $\rho = 0.582$ over all 50 rounds for each group. Obviously, there does not exist a histogram, namely 2-order strategy, which dominates others for both $p_1$ and $p_2$. Thus, there does not exist a pure strategy $NE$. In this case, $p_1$ or $p_2$ has no idea which strategy they should adopt. Hence, we propose to use mixed strategy, the performance of which is shown by the horizontal lines. The optimal mixed strategy with $\rho = 0.582$ outperforms the influence spread of “MGWC” and “SDWC” by 20% and 9%, respectively. On the other hand, the area under each horizontal line is larger than the area covered by all the histograms for each $k$. In other words, the expectation of the mixed strategy at $\rho = 0.582$ is superior to the strategy which randomly select a 2-order strategy with equal probability 0.25. This result is shown in Figure 8. For both $p_1$ and $p_2$, mixed strategy is better than random selection by 7%. Observe that the degree of improvement over random selection depends on the difference between the expected influence of pure strategy, as the expected influence under mixed strategy is bounded by the minimum and maximum of that under a particular pure strategy within the strategy space. In the above case, the difference between the expected influences of $p_1$ adopting MGWC and SDWC is small. Hence, the expected influence of mixed strategy of $p_1$ is limited. In fact, regardless of the existence of pure strategy $NE$, randomly selecting seeds over strategy space is not the optimal solution.

**Response times.** Table 4 reports the response time of finding $NE$ (Lines 5-II in Algorithm 1) when there are 2 (resp. 3) players and 2 (resp. 3) strategies. Observe that, given the expected influence of different strategies for each group, it is able to return the $NE$ less in than a second.

**Values of $\gamma$, $\lambda$, $\alpha$, $\beta$.** Finally, we evaluate the values of $\gamma$, $\lambda$, $\alpha$, $\beta$. For both IC and WC models, we compute the values from the results generated under three 2-order strategies. Figures 10(a)-(b) plot the values for different $k = 10, \ldots, 50$ in Hep. In both figures, $\lambda$ and $\gamma$ are within the range $[0.5, 0.59]$, which supports Theorem 1. Moreover, both $\lambda$ and $\gamma$ are close to 0.5, which indicates that the summation over the influence of $p_1$ and $p_2$ is close to the that of the influence in regular form without competition. In other words, it can be interpreted as follows. By adopting the same strategy (i.e., MixGreedy or DegreeDiscount), $p_1$ and $p_2$ select almost the same seeds (i.e., $|I_1 \cap I_2| = |I_1 \cup I_2| - 1 < \epsilon$). As $p_1$ and $p_2$ are symmetric in the competition, the expectation over the seeds initially activated by them is the same (i.e., $E(|A_1^0|) = E(|A_2^0|)$). The summation over them equals to the total number of seeds activated, which in this case is close to $k$. Hence, both of $E(|A_1^0|)$ and $E(|A_2^0|)$ are close to $k/2$. In both figures, ($\alpha + \beta$)

### Table 4: Response Times.

<table>
<thead>
<tr>
<th>network</th>
<th>Hep</th>
<th>Phy</th>
<th>Wiki-talk</th>
</tr>
</thead>
<tbody>
<tr>
<td>model</td>
<td>ic</td>
<td>ic</td>
<td>ic</td>
</tr>
<tr>
<td></td>
<td>wc</td>
<td>wc</td>
<td>ic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>wc</td>
</tr>
<tr>
<td>($r = z = 2$)</td>
<td>0.022s</td>
<td>0.034s</td>
<td>0.024s</td>
</tr>
<tr>
<td>($r = z = 3$)</td>
<td>0.043s</td>
<td>0.088s</td>
<td>0.044s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.024s</td>
<td>0.024s</td>
<td>0.023s</td>
</tr>
<tr>
<td></td>
<td>0.038s</td>
<td>0.092s</td>
<td>0.098s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.44s</td>
</tr>
</tbody>
</table>
However, it is between 0 and 1 under IC model (resp., WC model), which justifies our discussion in Corollary 1.

Observe that the values of $\gamma, \lambda, \alpha,$ and $\beta$ do not vary significantly. However, they are different in the two models. For instance, $\lambda$ ranges from 0.56 to 0.59 in the IC model. However, it is between 0.51 and 0.52 in the WC model. This phenomenon indicates that $\gamma, \lambda, \alpha,$ and $\beta$ are unaffected by $k$. Instead they are influenced by the cascade models and network topology. This is consistent with our discussion in Section 4.1. The values of $\gamma, \lambda, \alpha,$ and $\beta$ for Wiki and Phy under these two models are reported in Figures 10(c)-(f) and also show similar characteristics as above.

7. CONCLUSIONS & FUTURE WORK

State-of-the-art IM techniques for non-competitive networks can seldom be deployed in real-world applications as they ignore competitions between rival companies to maximize influence of a product. That is, they are not suitable for the case where multiple groups are maximizing their influence simultaneously in a network. Our work reported here contributes towards the goal of enhancing usefulness of IM techniques by designing a pragmatic IM solution that is competition-aware and is grounded on several realistic assumptions. In particular, we study the setting where each group is aware of the existence of their rivals but is unaware of the strategies adopted by their rivals. We propose a framework that finds the best solution for each group, who are maximizing their influences, based on game theory. To this end, we propose a novel algorithm called GETREAL that seeks to find whether there exists a Nash Equilibrium (NE) (i.e., whether there exists an optimal strategy that will exhibit the most influence spread in comparison with other strategies for all scenarios). Specifically, it can find either pure strategy NE or mixed strategy NE in a network with competition. Experimental results demonstrate that it can find the optimal strategy for each group no matter which strategy their rivals adopt.

Despite considering more realistic assumptions compared to the state-of-the-art techniques for the IM problem, complex social behaviors of users and groups in a competitive network may engender some special scenarios where some of these assumptions may not hold. For instance, a user may buy a product of a company $p_1$ and then change her mind to buy another product from a rival $p_2$. In this case, the assumption that once a user is influenced by some group, it cannot be affected by any other groups, does not hold. Furthermore, under certain scenarios the game may become a biased one. For example, two groups $p_1$ and $p_2$ may collude with each other secretly to compete with $p_3$. In this case, $p_1$ and $p_2$ not only know each other’s strategy, but also can design a cooperative strategy to minimize the influence of $p_3$. Therefore, $p_1$ and $p_2$ can be viewed as a special company which selects $2k$ seeds in the game. It may also happen that $p_1$ and $p_2$ may explicitly form an alliance (e.g., buying either product leads to customer services from both companies). In this case the influence probability for $p_1$ and $p_2$ may increase. Hence, as part of future work, we plan to investigate such biased competition where groups exhibit different cascade models and explore efficient methods to solve the IMC problem in a more complex competitive networks.
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